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NEKE PRIMJENE ZAKONA VELIKIH BROJEVA U ANALIZI
SazZetak

U radu su date neke primjene zakona velikih brojeva u klasicnoj
matematickoj analizi. Naime, postoji mnogo generalizacija, kao i primjena tog
zakona. Pomenuto je nekoliko klasicnih rezultata i dati dokazi nekih primjena
u analizi. Prvo je dat dokaz Weirstrass-ovog teorema koristeci zakon velikih
brojeva, a zatim i jos neke primjene kod visestrukih integrala, kao i kratak osvrt
na Monte- Carlo metod.

Kljucne rijeci: Zakon velikih brojeva, slucajna promjenljiva, skoro
sigurna konvergencija u vjerovatnoci, aproksimacija, raspodjela.

Summary

The paper gives some applications of the law of large numbers in the
classical mathematical analysis. There are many generalizations and application
of the law. Several classical results and give some evidence of applications in
analysis. First, gives evidence Weirstrass theorem using the law of large numbers
and then some applications of multiple integrals as well as a brief overview of
the Monte Carlo method.

Key words: Law of large numbers, random variable, almost sure
convergence, in probability distribution approximation.

UvoD

Pretpostavimo da izvodimo eksperiment u kome moze da
se dogodi dogadaj A. Ako smo u mogucnosti da isti eksperiment
ponavljamo neograniceno mnogo puta pod istim uslovima, tada
mozZemo da definiSemo vjerovatnoc¢u dogadaja A kao

P(A)=Tim "
n—x0 n

(1)

gdje je Sn broj onih eksperimenata u kojima se dogodio dogadaj
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A, od ukupnog broja od n izvedenih eksperimenata.

lako navedena definicija nije pogodna za teorijsko zasnivanje
vjerovatnoce, to je jedini nacin da se odredi nepoznata vjerovatnoca
nekog dogadaja. Naime, izvodimo izvjestan broj eksperimenata (),

izraCunavamo 5:” i taj koli¢nik nazivamo P(A). Ovaj postupak nije
bez osnove. Da nije tako, teorija vjerovatnoce bi ostala samo obic¢na
matematicka konstrukcija. Empirijska cinjenica je da limes u (1)
uvijek postoji. Ova cCinjenica se naziva zakon velikih brojeva. “Ovaj
zakon tvrdi da koli¢nici brojeva, izvedeni iz posmatranja velikog
broja slicnih dogadaja, ostaju prakticno konstantni, pod uslovom da
su ti dogadaji uslovljeni djelimi¢no stalnim faktorima, a djelimi¢no
varijabilnim faktorima, ¢ije su promjene nepravilne i ne prouzrokuju
sistematsko odstupanje u odredenom pravcu.”(PARZEN, MISES).

PRIMJENE ZAKONA VELIKIH BROJEVA

U teoriji vjerovatnoce relacija (1) mora da bude izvedena i
limes se uzima u nekom odredenom smislu (Sn je slucajna varijabla).
Ako je u (1) konvergencija u vjerovatnodi, tada se (1) naziva slabi
zakon velikih brojeva.

%’-P(A]‘E £}=ﬂ' (za svako £ = 0) (2)

1imp(

n—oo

Ako je konvergencija odgovarajuce tvrdenje, naziva se jaki
(ili strogi ) zakon velikih brojeva.

n

p (1 (%)) = Py = 1 ()

Postoji mnogo generalizacija i varijacija relacije (1) i sve su
poznate pod imenom zakona velikih brojeva. Navest ¢emo samo
nekoliko klasi¢nih rezultata:
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1. Neka je Sn broj pojavljivanja dogadaja A u n nezavisnih opita.
Ako jep = P (A4), tada za svako € > 0, vrijedi

lim P( | &-p | )>e)=0 (Bernoulli-jev zakon velikih brojeva)
n—»0 n

2. Neka su X, .. X nezavisne slucajne promjenljive sa istom
raspodjelom. Sljedeca dva iskaza su ekvivalentna:

1 n
a) —ZXk —c (s.s.) za |c| <t (n—+w)
=

b) EX/|<+® ic=E(X) (Zakon velikih brojeva Kolmogorova)

3.NekasuX,..., X,...nezavisne slucajne varijable sa E (X) = 0
za svako i, inekaje S =(X +...+X )/n
Tada za svako € > 0, je:

lim P( | S | >n)=0 ,ako 1 samo ako kad n—oo vrijedi

(i) D.P(|X,|=n)—0,
k=1

1Y

(ii) ;;E(Xk Ly M0

vy 1
(111) s ; Var (X, -1 el _n)—0

4. Neka su X, .. .,X , ... nezavisne slucajne varijable, E(X)) = 0
zasvako k. Ako za neko 6> 0 imamo

1+0

lim n‘(1+5’zn:E|Xk| =0,
k=1

n—»0

Tada lz X, —0 u vjerovatnoci (zakon velikih brojeva Markova).
n -
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Sada ¢emo dokazati Weierstrass-ov teorem koristeci zakon velikih
brojeva.

Teorem 1. Neka je ) ,anniz nezavisnih slucajnih varijabli

. : S
sa istom raspodjelom, E (X)) = X, Sn = X, +...+X Ako —n—>x
u smislu strogog ili slabog zakona velikih brojeva tada za "vaku
ogranicenu i neprekidnu realnu funkciju f vrijedi

En
Ef )=/ (%) )
Dokaz: Dovoljno je da dokazemo (1) pod pretpostavkom da vazi

slabi zakon velikih brojeva. Pretpostavimo, da za svako & > 0

in
lim P (|——X| Es)=l].
n

NekajeAnZ{l%n—xl EE} i neka je |f(x)|< M za svako x ¢ R.

Tada imamo

Ef -t =1 E(FE - F@)1,+ E(FED - F))1,C <
E| f () = Feuan+1,+ E1f () - f(x)
[, C<+2M-P(A)<g+2M-Var (X,)| n €.

Pri ¢emu smo u posljednjem koraku iskoristili CebiSevljevu
nejednakost.

Primijetimo da, ako su Xi Bernoulli-jeve slu¢ajne promjenljive, tj. P
(X, =1)=x P(X,=0)=1-x,

tada je P (A°) = x (1 —x)/ne’ < 1 /n &, tako da je konvergencija
uniformna po x. U tom slucaju Sn je binomna slucajna promjenjiva

i (1) implicira da, za svaku neprekidnu realnu funkciju na [0,1],
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imamo:

Ef(%”Fif(%)(Z) (Lo fx) (no0) 2)

uniformno po x. Srednji ¢lan u (2) je tzv. Bernstein-ov polinom.
Prema tome, svaka neprekidna relana funkcija moze da se na [0,1]
uniformno aproksimira polinomima. Dakle, skup polinoma je svuda
gust u prostoru C [0,1].

Teorem 2. Nekasu f, g i ¢ date realne i integrabilne funkcije na
(0,1) koje zadovoljavaju sljedece uslove:

[oe@de=1 , o(x)>0;

i)
i) 0</<crgzanckoc<wi [Jglx)e(xdr < o ili
i) _r|}1|f(!{]|f.p(x:]dx < oo, fulg(x]{p(x]cix < o i
I ';fffj;,rmix)dx < oo,
Tada vrijedi:
J.-lm 1Z0FiED _
0" "0 Ef g(x1)
@lxy)...@(X, )dxy, dx,. .. dx, %M (n = o).

[y glx)pix)dx

(1)

Dokaz: Neka je Q(0,1), neka je R Borelovo sigma polje
podskupova Q i neka je P vjerovatnoca na (Q,R) definisana pomocu

P(A)=[ @(x)dx, za A iz . Uobicajena procedura za dobijanje niza
nezavisnih slucajnih promjenljivih sa istom raspodjelom je da se
konstruise beskonacan proizvod (£2*°,FP) identi¢nih kopija prostora
(Q,8,P). Tada slucajne promjenljive Xi(w)=X(x,,X,,...)=X, imaju istu
raspodjelu vjerovatnoce P i nezavisne su. Na osnovu zakona velikih
brojeva Kolmogorova imamo:
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7 1 n 1
G2 o j F(X)p(x)dx

Yat) S Ye) E e

2)

I u drugim oblastima matematike mogu se naci zanimljive primjene
zakona velikih brojeva. Jedan od tih zanimljivih primjena je Monte-
Carlo integracija:

Neka je f realna funkcija definisana i integrabilnana (0,1). Neka je B
Borel-ovo 6 polje na (0,1) i neka je P Lebesgue-ova mjera. Tada je f

1
slucajna promjenljiva na ((0,1)), B, P) i, E (f)= .[f(x)dx.
0

Neka je (Q, F , P) = ((0,1), B, P)*. Za o=(XX,...) € Q neka je
Xi(m)= f(x). Tada su Xi (i=1.2...) nezavisne slucajne varijable sa
istom raspodjelomf. Primijetimo da su Yi(w) = Yi (x, X, .. .) = X,
nezavisne slucajne varijable sa uniformnom raspodjelom na (0,1).

Prema zakonu velikih brojeva kada (n — @) vrijedi:

Clrot ) - Ertin B f o [2 f(x)dx (1)

T

Relacija (1) vrijedi za skoro sve o ( X, X,, . . . ) u odnosu na mjeru

P.

Ovo nam daje ideju za Monte-Carlo integraciju. Izaberu se tacke x,,
. X _na slucajan nacin u intervalu (0,1). Na slucajan nacin znacdi,

da su x,,x, . . . x_nezavisne slucajne promjenljive sa uniformnom

raspodjelom na (0,1 Tada, prema (1) aritmeticka sredina brojeva

f (x4).-.. f(x ) konvergira ka mtegralu_]r f(X) dx kadan— oo,
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